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1. Introduction 

Artificial intelligence (AI) is a computer science 

discipline that deals with the construction of machines or 

software capable of carrying out tasks that are usually human-

intelligence dependent. The tasks involve learning, reasoning, 

problem-solving, perception, language understanding, and 

decision-making. AI systems implement algorithms and 

extensive amounts of data in identifying patterns, prediction, 

and learning from experience over time without being told to do 

so for every situation. Essentially, AI enables computers and 

machines to mimic human mental capabilities, and through this, 

they can process information, learn to be responsive to new 

inputs, and perform advanced tasks without human intervention. 

AI is now ubiquitous across almost every industry, 

revolutionizing sectors and lives. 

Some of the most noteworthy applications are as 

follows. AI is used to diagnose diseases, interpret medical 

images, forecast patient outcomes, aid in robotic surgeries, 

diagnostic tools are powered by AI, virtual health assistants, 

drug discovery platforms etc. AI makes data analysis automated, 

detects fraud, offers customer service (through chatbots), and 

personalized marketing. AI aids in making businesses more 

efficient, taking informed decisions, and providing personalized 
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recommendations. AI drives recommendation engines, tailors 

shoppers' experiences, controls inventories, and identifies 

fraudulent transactions. AI is employed in recommending 

products by online sites based on behavior. AI is applied in 

autonomous automobiles, traffic flow optimization with 

intelligent traffic lights, and routing. Autonomous cars such as 

those by Waymo depend significantly on AI for route 

determination and protection. AI-based robots streamline 

production lines, inspect quality, anticipate equipment 

breakdowns, and control warehouses. Robotics also utilizes AI 

for real-time detection of obstacles and path planning. AI 

provides personalized learning, intelligent tutoring systems, and 

automated assessment. Learning platforms adjust content 

according to the needs of individual students. AI provides 

content recommendations on sites such as Netflix and YouTube, 

drives video game avatars, and creates digital artwork. It also 

applies to image restoration and improvement. AI identifies 

cyber threats, monitors network traffic for anomalies, and 

prevents fraud. Facial recognition and anti-spamming are typical 

security uses. AI controls smart home appliances, lights, and 

thermostats, and optimizes energy consumption in smart cities. 

It is also applied for traffic control and infrastructure 

management. Virtual assistants (such as Siri, Alexa, Google 

Assistant), search engines, and language translators all employ 

AI for better user experience.  Today, Artificial Intelligence or 

AI is one of the most groundbreaking technologies of the 21st 

century. Since it can reproduce human intelligence, AI is 

transforming industries, boosting productivity, and altering the 

way humans interact with machines. From healthcare to finance, 

the influence of AI can be felt everywhere, and thus it has 

become an important subject to learn for students in the rapid 

digital age of the 21st century. 

2. Historical Background of AI 

The concept of artificial intelligence dates back to 

ancient times, with myths and legends describing mechanical 
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beings with human-like abilities. However, the formal pursuit of 

AI began with developments in mathematics and philosophy. 

Early civilizations, including Greece and China, imagined and 

built mechanical devices resembling intelligent beings. In the 

17th-19th Century Logic & Computation started. Thinkers like 

René Descartes and Gottfried Wilhelm Leibniz explored 

symbolic reasoning, laying the groundwork for AI logic. Alan 

Turing1 (1936) proposed the idea of a "universal machine" that 

could simulate any computational process, forming the basis of 

modern computing. 

The Birth of AI (1950s-1960s): In 1950 Alan Turing 

introduced the Turing Test to evaluate a machine's capability to 

behave and show intelligence like a human. Thereafter in 1956, 

John McCarthy, Marvin Minsk, with others organized the 

Dartmouth Conference and formally AI had been introduced as 

a new field. In the 1960s, early AI programs, such as Samuel's 

Checkers-playing program and ELIZA (the first chatbot), 

demonstrated rudimentary machine learning and natural 

language processing. In the 1970s-1980s AI research faced 

setbacks due to limitations in computing power and funding, 

leading to the AI Winter—a period of reduced enthusiasm and 

financial support. During this period there was sudden downfall 

at times in the use of AI and these periods were referred to as 

‘AI Winter’. In simple terms ‘AI winter’ can be explained as the 

period during which there is reduction in interest and financial 

support in R&D related to AI because of failure to meet 

expectations of the investors. There were two major AI 

Winters—one in the 1970s and another in the 1980s-1990s—

both of which stalled AI development before its resurgence in 

the 2000s. First AI Winter (1970s) In Early AI systems relied on 

symbolic reasoning and rule-based logic, but they struggled with 

real-world complexity. Government agencies, particularly 

                                                             
1 Turing, A. M. (1936). On Computable Numbers, with an Application to the 

Entscheidungsproblem. 
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DARPA2, withdrew funding after AI failed to meet ambitious 

expectations in machine translation and problem-solving. 

Research slowed as optimism faded, and many AI projects were 

abandoned. Thereafter, Second AI Winter (1980s-1990s) gained 

traction in the 1980s through expert systems—programs that 

mimicked human decision-making. However, these systems 

were expensive, difficult to maintain, and lacked adaptability. 

The overhyped expectations led businesses to abandon AI 

investments. Funding cuts led to a decline in AI research, 

particularly in Japan’s Fifth Generation Computer Project, 

which failed to deliver breakthroughs in intelligent computing. 

However, In the 1980s itself, AI regained traction with 

rule-based expert systems, used in medical diagnosis and 

business decision-making. Thereafter in the 1990s there was a 

revival of AI. With increased computational capabilities, AI saw 

practical implementations in speech recognition and machine 

learning. The rise of neural networks, big data, and GPUs fueled 

modern AI applications in areas like speech recognition, 

computer vision, and autonomous systems.3 The lesson from 

these AI Winters is that overhyping technology without realistic 

expectations can hinder its development. Today, while AI faces 

ethical challenges, its progress is far more sustainable due to 

practical applications and steady innovation.4 

In the 2000s AI progressed with machine learning 

breakthroughs, leading to applications in image recognition, 

voice assistants, and automated recommendations. In 2010s 

Deep learning, based on neural networks, revolutionized AI 

                                                             
2 DARPA (1980). A Report on AI Research Challenges and Limitations. 

Defense Advanced Research Projects Agency. Also ref Scott Fouse, Stephen 

Cross, Zachary J. Lapin, DARPAS impact on AI available at 

file:///C:/Users/HP/Downloads/5294-Original%20PDF-10608-1-10-20200619.pdf 
3 Moor, J. (2006). The Dartmouth Conference and the AI Winter. AI 

Magazine, 27(4), 43-53. 
4 Brachman, r. 2006. (AA)AI- more Than the Sum of Its Parts. AI Magazine 

27(4): 19-34. doi.org/10.1609/aima last visited on 06-06-2025 15:30:00 
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applications, including self-driving cars and advanced natural 

language processing5. In 2016 AlphaGo, an AI system 

developed by DeepMind6, defeated human champions in Go, 

showcasing AI’s strategic reasoning  abilities. In 2020s AI 

models, such as ChatGPT and DALL·E, introduced powerful 

generative AI capabilities, influencing multiple industries. 

3. AI in Various Sectors  

Today, Artificial Intelligence (AI) has become an 

integral part of modern society, influencing various industries 

with its ability to process information, automate tasks, and make 

data-driven decisions. AI systems now power healthcare 

diagnostics, financial predictions, customer service automation, 

and even creative fields. AI applications and their impact on 

different domains is immense. AI is transforming healthcare by 

improving disease detection, medical imaging, and predictive 

analytics. IBM Watson Health uses AI to analyze medical 

literature and assist doctors in diagnosing diseases7. AI-driven 

radiology tools enhance cancer detection with high accuracy8. 

Chatbots and virtual assistants provide mental health support, 

making care more accessible9. 

AI systems optimize financial decision-making, fraud detection, 

and customer service. Algorithmic trading uses AI to analyze 

market trends and execute trades at optimal times10 Fraud 

detection systems, such as those used by Mastercard, identify 

                                                             
5 Hendler, J. (2008). The AI Winter Revisited. IEEE Intelligent Systems, 

23(2), 87-90. 
6 Silver, D. et al. (2016). Mastering the Game of Go with Deep Neural 

Networks. Nature. 
7 IBM Watson Health (2021). AI in Healthcare: A Comprehensive Analysis. 

IBM Research Journal. 
8Lundervold, A., &Lundervold, A. (2019). AI in Medical Imaging. Nature 
Biomedical Engineering. 
9 Xu, H., et al. (2022). AI Chatbots for Mental Health Therapy. Journal of AI 

Research. 
10 Hull, J. (2017). Machine Learning in Financial Markets. Wiley Finance. 
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suspicious transactions and prevent cyber threats11. AI-powered 

chatbots streamline customer queries in banking, reducing 

response time12. AI facilitates personalized learning and 

improves academic performance. Adaptive learning platforms, 

like Coursera, Udemy and Swayam NPTEL, tailor content to 

individual student needs13. Automated grading systems use AI 

to evaluate assignments and provide feedback. AI language 

processing tools, such as Grammarly, enhance writing skills14. 

Business and Automation Businesses leverage AI for 

operational efficiency, consumer engagement, and predictive 

analytics. AI-powered chatbots, such as those used by Amazon 

and Google, enhance customer service. Supply chain 

optimization enables industries to reduce waste and improve 

logistics. AI-driven recommendation systems, like Netflix and 

Spotify, personalize user experiences. Additionally, AI is 

increasingly contributing to creative fields, such as art, music, 

and writing. AI-generated art uses algorithms to create digital 

paintings and designs15. AI-driven music composition tools help 

artists generate unique melodies16. Large language models, like 

GPT-based systems, assist in writing and content creation17. 

AI Today offers varied advantages like enhanced 

productivity freeing human workers to focus on higher-level 

decision-making, AI processes vast amounts of data to make 

                                                             
11 Mastercard Security Systems (2020). AI-driven Fraud Prevention. 

Financial Security Review 
12 McKinsey Report (2022). AI in Banking: Optimizing Customer 

Experience. 
13Luckin, R. (2018). Adaptive Learning and AI. Routledge. 
14 Grammarly (2021). AI-powered Writing Assistance. Technology in 

Language Processing. 
15Elgammal, A., et al. (2019). AI-generated Art and Its Impact. 
Computational Creativity Journal. 
16Briot, J-P., Hadjeres, G., &Pachet, F. (2021). AI in Music Composition. 

Springer AI Studies. 
17 OpenAI (2020). GPT Model Capabilities and Applications. AI & Society. 
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predictions in finance, healthcare, and business analytics18, AI-

powered translation tools and voice assistants help people with 

disabilities and break language barriers globally, scientific 

research and discovery and it also strengthens cybersecurity, 

reducing data breaches and protecting sensitive information19.  

With these innovations comes equally urgent ethical and 

legal issues that must be given a lot of thought. The speed at 

which AI is being developed tends to outrun current regulatory 

frameworks, creating a gap in regulatory structures that has the 

potential to bring about unforeseen effects such as algorithmic 

bias, privacy violations, and lack of accountability. To rectify 

this, global legal norms are being crafted to govern AI 

technologies and ensure they are applied responsibly. 

4. Ethical Concerns in AI 

AI models often inherent biases present in training data, 

leading to discriminatory outcomes. Facial recognition systems, 

for example, have shown higher error rates for people of color 

due to biased training datasets20. Similarly, AI-driven hiring 

tools have inadvertently reinforced gender biases in 

recruitment21. 

AI systems rely on vast amounts of personal data, raising 

concerns about privacy violations. Surveillance technologies, 

such as AI-powered facial recognition, threaten personal privacy 

and have sparked debates on ethical boundaries.22 Companies 

collecting user data for AI training also face scrutiny over 

                                                             
18 Russell, S., & Norvig, P. (2020). AI Decision-Making Models. Pearson. 
19 Symantec Cybersecurity Report (2021). AI-driven Cyber Threat 

Prevention. 
20Buolamwini, J., & Gebru, T. (2018). Gender Shades: Intersectional 

Accuracy Disparities in AI. Proceedings of Machine Learning Research. 
21 Raji, D., et al. (2020). AI in Hiring and Algorithmic Bias. IEEE Journal on 

Ethical AI. 
22 Kearns, M., & Roth, A. (2019). AI and Privacy Risks. Harvard Privacy 

Review. 
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transparency and consent practices23. Further, automation 

enabled by AI is expected to displace millions of jobs across 

sectors, disproportionately affecting low-income workers. The 

ethical challenge lies in balancing AI-driven efficiency with 

equitable workforce transitions. 

Advancements in AI-generated content, such as deepfake 

videos and synthetic text, pose risks to democracy and 

truthfulness in media. AI-generated misinformation can 

manipulate public opinion, impact elections, and spread false 

narratives. Also, AI is increasingly making high-stakes 

decisions, such as medical diagnoses and criminal sentencing. 

The lack of human oversight in critical areas raises concerns 

about accountability and fairness.  

5. Legal Challenges in the IPR and AI Nexus 

AI is being used widely, interfering with Intellectual 

Property Rights. Traditional ideas of creativity, ownership, and 

protection are being challenged by the intersection of artificial 

intelligence (AI) and intellectual property rights (IPR), which is 

changing the legal landscape. Existing IPR frameworks are 

under unprecedented pressure as AI systems produce content on 

their own, including inventions, designs, music, and literature. 

With patents securing inventions, trademarks maintaining brand 

identity, and copyrights protecting literary and artistic works, 

intellectual property rights are intended to protect human 

ingenuity. Traditionally, these frameworks rely on human 

inventors or authors. But the capacity of AI to create complex 

products, like novels, symphonies, or new inventions, begs the 

crucial question. Most jurisdictions do not recognize AI as an 

author or inventor because it does not possess legal personhood. 

Rather, the creator, user, or operator of the AI may be 

considered the owner. However, when AI functions with a great 

deal of autonomy or depends on enormous, frequently 

                                                             
23 Zuboff, S. (2019). The Age of Surveillance Capitalism. PublicAffairs. 
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untraceable datasets, it becomes difficult to distinguish between 

creative and non-creative contributions.24 

A human creator is normally required by copyright law. 

Determining who owns the copyright when AI creates artistic 

creations like paintings or poetry—the programmer, the user, or 

nobody—remains controversial and leaves stakeholders in a 

legal limbo.25Large datasets, frequently containing copyrighted 

content from the internet, are used to train generative AI models. 

Courts are only now starting to consider whether content created 

by an AI that mimics these inputs violates existing copyrights or 

is a derivative work.26 

In addition to the requirements of novelty, non-obviousness, and 

utility, patent laws require human inventorship. There is a gap in 

the protection of AI-driven innovations because patent offices in 

countries like the US and the EU have denied applications 

naming AI as the inventor.27Moral and Personality Rights: 

Unauthorized use of personal identity is a concern when AI can 

mimic voices, likenesses, or artistic styles. Even in the absence 

of explicit copyright violations, such replications, especially of 

public figures, may violate personality rights.28 

Also, IPR protection faces practical challenges due to the 

anonymity and scalability of AI-generated content, such as 

                                                             
24WIPO, WIPO Technology Trends 2019: Artificial Intelligence (World 

Intellectual Property Organization, 2019), 

https://www.wipo.int/publications/en/details.jsp?id=4386. 
25U.S. Copyright Office, Compendium of U.S. Copyright Office Practices § 

306 (3rd ed., 2021), stating that copyright requires human authorship. 
26Andres Guadamuz, “The Monkey Selfie Case and AI-Generated Works,” 

WIPO Magazine, February 2020, 

https://www.wipo.int/wipo_magazine/en/2020/01/article_0003.html. 
27Ryan Abbott, “The Artificial Inventor Project,” WIPO Magazine, 
December 2019, https://www.wipo.int/wipo_magazine/en/2019/06/article_0002.html 

(discussing rejections of AI-inventor patent applications in the U.S. and EU). 
28Jane C. Ginsburg, “People Not Machines: Authorship and What It Means in 

the Age of AI,” Columbia Law Review 121, no. 3 (2021): 827–860. 
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deepfakes or synthetic media, which make attribution and 

enforcement more difficult.29 

The rapid advancement of AI is outstripping the 

development of IPR laws, necessitating urgent legal reforms to 

address the attribution, protection, and enforcement of AI-

generated creations. As AI continues to redefine creativity, 

courts will remain critical in shaping IPR frameworks to balance 

innovation with fairness, ensuring that the legal system keeps 

pace with technological progress. 

6. AI Regulation: Global approach 

Artificial Intelligence (AI) has rapidly transitioned from a niche 

technological field to a pervasive force shaping economies, 

societies, and governance worldwide. As AI systems become 

more sophisticated and influential, the international community 

has recognized the urgent need for robust governance 

frameworks to ensure that AI development and deployment 

align with fundamental values such as human rights, democracy, 

and the rule of law. This article examines the major international 

conventions and treaties that currently govern the use of AI, 

with a particular focus on the world's first binding treaty in this 

domain. 

In May 2024, the Council of Europe adopted the first-ever 

legally binding international treaty on artificial intelligence, 

known as the "Framework Convention on Artificial Intelligence, 

Human Rights, Democracy, and the Rule of Law." This 

landmark treaty was opened for signature in September 2024 

and marks a significant milestone in global AI governance. The 

treaty was developed through extensive negotiations involving 

46 Council of Europe member states, the European Union, and 

11 non-member states, including the United States, Canada, 

Japan, and others, as well as observers from the private sector, 

                                                             
29European Union Intellectual Property Office, Artificial Intelligence and 

Intellectual Property: Challenges and Opportunities (2021), 
https://euipo.europa.eu/knowledge/en/ip-and-technology/artificial-intelligence. 
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civil society, and academia.30 The primary goal of the treaty is 

to ensure that AI systems are developed, deployed, retired, and 

utilized in ways that uphold democratic institutions, safeguard 

human rights, and uphold the rule of law.31 It establishes a 

comprehensive legal framework that covers all phases of the 

development of AI systems and employs a risk-based 

methodology to regulate their use, particularly in high-risk 

industries. The treaty is based on the following core principles.  

AI systems must be consistent with democratic norms 

and human rights principles in order to support them rather than 

undermine them.Transparency is essential for AI systems, 

particularly ones that communicate with people. When AI 

systems violate human rights, governments must offer legal 

remedies.To guarantee adherence to safety and ethical norms, 

the treaty creates oversight mechanisms and requires 

frameworks for evaluating and managing AI-related 

risks.Measures are in place to stop AI from being used in ways 

that would jeopardize democratic processes, like limiting access 

to justice or interfering with judicial independence. 

To guarantee AI systems adhere to the treaty's tenets, 

signatory countries must implement administrative and legal 

procedures.In order to standardize AI standards, exchange best 

practices, and tackle transnational issues, the convention 

encourages cooperation among signatories.Enforcement 

mechanisms include national legislative action, oversight 

bodies, and international cooperation. The treaty is designed to 

be technology-neutral and adaptable, allowing it to evolve 

                                                             
30AI Regulations Worldwide: Canada, China, and the EU's Legal 

Frameworks." Nemko Digital. Retrieved from: 

https://digital.nemko.com/regulations/global-ai-regulations 
31 Council of Europe. (2024). Framework Convention on Artificial 
Intelligence and Human Rights, Democracy, and the Rule of Law. Retrieved 

from: https://www.coe.int/en/web/artificial-intelligence/the-framework-

convention-on-artificial-intelligence. 
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alongside advancements in AI technology. Notably, the treaty 

applies to all AI systems except those used in national security 

or defense, though it still requires that such activities respect 

international law and democratic principles. 

The convention covers the use of AI in both public and 

private sectors. Parties may choose to be directly bound by the 

treaty's provisions or adopt alternative measures to comply, 

respecting their international obligations regarding human rights 

and the rule of law. This flexibility accommodates differences in 

legal systems worldwide.To mitigate risks to democracy, the 

treaty requires measures to ensure AI is not used to undermine 

democratic institutions, including the separation of powers, 

judicial independence, and access to justice. It also requires 

legal remedies for victims of human rights violations related to 

AI and procedural safeguards for individuals interacting with AI 

systems.The treaty builds upon and aligns with existing 

international principles, such as the Organisation for Economic 

Co-operation and Development (OECD) AI Principles, and 

anticipates ongoing collaboration to refine and update its 

provisions as AI technology and governance evolve. 

The adoption of the Council of Europe's Framework 

Convention on Artificial Intelligence represents a historic step 

toward establishing a global standard for the responsible and 

ethical governance of AI. While implementation and 

enforcement will require sustained international cooperation and 

national commitment, the treaty sets a crucial precedent for 

balancing innovation with the protection of human rights, 

democracy, and the rule of law in the age of artificial 

intelligence. The treaty makes use of a risk-based approach to 

identify and counteract possible adverse effects of AI systems 

on human rights and democratic processes. The Human Rights, 

Democracy, and Rule of Law Impact Assessment (HUDERIA) 

is proposed as a mechanism for measuring the socio-technical 

context of AI applications. The Convention requires 

transparency in AI systems and accountability for their 
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consequences, including the provision of remedies to those who 

are affected by AI decisions. A follow-up mechanism, the 

Conference of the Parties, is created to oversee the 

implementation of the treaty and ensure cooperation among 

stakeholders. 

The European Union's Artificial Intelligence Act is an 

all-encompassing regulatory scheme that classifies AI systems 

according to their risk profiles and applies respective 

obligations. The Act seeks to ensure trustworthy AI by having 

high-risk AI use cases meet strict requirements32 AI systems are 

categorized into four types—unacceptable risk, high risk, 

limited risk, and minimal risk—and the degree of regulatory 

control is established. High-risk AI systems are required to 

present transparent information regarding their strengths and 

weaknesses, so that the user is aware. The Act underscores the 

importance of human supervision for high-risk applications of 

AI to ensure negative consequences are avoided. Failure to 

comply with the AI Act can be met with substantial penalties, 

ensuring that adherence to regulatory rules becomes imperative. 

The AI Act is an example that other parts of the world follow to 

regulate AI technologies, adopting a balanced approach that 

encourages innovation while protecting public interests.33 

The Global Partnership on Artificial Intelligence (GPAI) 

is an international initiative launched to help guide the 

responsible use and development of AI. GPAI, launched in 

2020, gathers industry experts, civil society, governments, and 

academics to work together on AI challenges and opportunities. 

                                                             
32European Commission. (2024). Commission signs Council of Europe 

Framework Convention on Artificial Intelligence. Retrieved from 

https://digital-strategy.ec.europa.eu/en/news/commission-signs-council-

europe-framework-convention-artificial-intelligence 
33 European Commission. (2021). Artificial Intelligence Act. Retrieved from 
https://ec.europa.eu/info/business-economy-euro/banking-and-finance/financial-supervision-and-

risk-management/financial-services-consumer-protection/consumer-financial-services/consumer-

protection/ai-act_en 
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GPAI focuses on34 facilitating research that closes the gap 

between theory and practice in AI regulation. Supporting 

governments in designing policies that encourage ethical AI use. 

Enabling multilateral cooperation to create harmonized AI rules 

and standards across countries. Though GPAI lacks the 

obligatory power of a treaty, it plays a significant part in 

influencing global AI regulation through collaborative work and 

the exchange of expertise. 

7. India’s Legal Approaches to AI Regulation 

India is at the pinnacle of AI innovation, with AI 

technologies being integrated into different sectors including 

healthcare, agriculture, education, and governance. In view of 

the transformative power of AI, the Indian government has 

taken various initiatives to spur AI development while 

countering the corresponding ethical, legal, and societal 

implications.35 India does not currently have a dedicated, 

comprehensive law exclusively regulating artificial intelligence 

(AI)36. Instead, AI is governed through a patchwork of existing 

laws, sector-specific regulations, government advisories, and 

evolving policy frameworks.37 

 Information Technology Act, 2000 (IT Act): The IT Act is 

India's foundational law for electronic transactions, 

                                                             
34 Global Partnership on Artificial Intelligence. (2020). About GPAI. 

Retrieved from https://gpai.ai/about 
35 Timesofindia.indiatimes.com, State cabinet approves policy for  

mplementing AI across dif .. 

Read more at: 

http://timesofindia.indiatimes.com/articleshow/121472331.cms?utm_source=

chatgpt.com&utm_source=contentofinterest&utm_medium=text&utm_camp

aign=cppst 
36 https://practiceguides.chambers.com/practice-guides/artificial-intelligence-

2025/india/trends-and-developments 
37The AI Regulatory Landscape in India: What to Know - AZoRobotics 

AI in India is huge—but what about regulations? Explore how the country is 

shaping its AI laws and what’s next. 
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cybersecurity, and digital governance. Several provisions are 

relevant to AI, especially regarding data privacy (Section 

43A), cyber fraud (Section 66D), and content regulation 

(Section 67) 

 Digital Personal Data Protection Act, 2023 (DPDP Act): 

This legislation governs the processing of electronic 

personal information, including by artificial intelligence 

systems, and is inspired in part by the EU's GDPR. It 

focuses on user consent, rights in data, and privacy 

protections. 

 Government Advisories (2024): In March 2024, the Ministry 

of Electronics and Information Technology (MeitY) issued 

advisories mandating that platforms obtain clear approval 

prior to rolling out untested or unreliable AI models, large 

language models (LLMs), or generative AI systems. These 

advisories also recommend-Labelling AI-generated content 

(text, audio, video) with special identifiers or metadata, 

guaranteeing that AI does not result in bias, discrimination, 

or interference in the elections, Startup and small platform 

exemptions, Sectoral Policies and Guidelines: Different 

sectors (health, finance, etc.) have individual guidelines for 

the use of AI, commonly targeting ethics, responsibility, and 

security. 

 National Principles and Strategy: NITI Aayog's "National 

Strategy for Artificial Intelligence" (2018) and the 

"Principles for Responsible AI" focus on transparency, 

fairness, and accountability, in line with international best 

practices. 

Furthermore,Digital India Act (Draft, 2025) is expected to 

replace the IT Act; this forthcoming law is anticipated to include 

AI-specific provisions on algorithmic accountability, consumer 

rights, and regulatory oversight. In addition to AI Governance 

Guidelines (2025), a government subcommittee has released 

draft guidelines for public consultation, recommending a 
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coordinated approach to AI governance, the establishment of an 

inter-ministerial committee, and technical oversight 

mechanisms. Further, IndiaAI Safety Institute was announced in 

January 2025; this institute will develop AI safety standards in 

collaboration with academia and industry partners. 

8. Influence of India's Pro-Innovation Stance on AI 

Safety Measures 

India's pro-innovation policy towards AI regulation is crafted to 

promote technological development while not forgetting safety 

and ethical concerns. The stance influences AI safety measures 

in the following ways that are distinct from one another. 

India is committed to imposing the least restrictions on AI 

research and development for lawful uses, to develop a 

favorable ecosystem under which AI technologies thrive. The 

regulatory approach is to create best practices and standards, and 

not impose draconian controls that will smother 

innovation.Instead of one-size-fits-all regulations, India supports 

a risk-based classification of AI deployments. High-risk 

applications (such as those impacting critical infrastructure or 

public safety) are subject to stricter regulation, while lower-risk 

uses are given wider regulatory latitude. This balances the 

acceleration of innovation in the majority of areas with tailored 

protective measures where harm is most likely to be caused. 

The legal framework aims to harmonize innovation and 

capable accountability. Rapid mechanisms for the treatment of 

negative impacts are prioritized so that while AI systems are 

being rolled out, there exist transparent channels for redress and 

accountability.India's innovation-friendly policy promotes 

partnership among government, industry, academia, and civil 

society to build adaptive, inclusive safety structures. Public 

consultations and regulatory sandboxes are utilized to 

experiment with new methods and acquire opinions without 

slowing technological advancement.The newly launched India 

AI Safety Institute is responsible for building safety standards 

and best practices, but is also designed to remain nimble and 
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advisory, both facilitating innovation and risk reduction. The 

hub-and-spoke model of the institute means that varied 

constituencies, such as startups and civil society, have a say in 

responsible AI use. 

9. Challenges and Opportunities in International AI 

Governance 

The creation of global legal frameworks for the regulation of AI 

poses some challenges: Converging National Interests: Nations 

have different priorities and methods of regulating AI, creating 

potential disagreements and inconsistencies. 

The regulatory framework must remain flexible and adaptive to 

keep pace with fast-evolving AI technologies and their societal 

impacts. 

Effective oversight and enforcement require technical expertise 

and institutional capacity, which India is actively developing 

through new agencies and partnerships. Also, Having uniform 

ethical standards guarantees that AI technologies are responsibly 

developed and utilized. 

Inter-state cooperation can result in better regulation and 

development of AI.Trustworthy and transparent AI systems 

promote public trust and acceptance of AI technologies.India 

lacks a comprehensive, binding AI law. Current measures are 

piecemeal, relying on adapting existing laws and issuing 

sectoral or advisory guidelines. Artificial Intelligence represents 

significant steps toward cohesive global AI governance. 

However, ongoing efforts are needed to address challenges and 

capitalize on opportunities to create a balanced and effective 

regulatory environment for AI. 

10. Conclusion and Suggestions 

India is at the juncture of the world AI revolution, 

drawing upon its large digital economy, talented people, and 

strong policy action to emerge as a champion of ethical AI 

innovation. The country's regulatory strategy follows a 

pragmatic balancing act—promoting technological development 

and economic expansion without leaving behind ethical, legal, 
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and societal threats. By emphasizing adaptive governance, 

stakeholder engagement, and blending global best practices with 

local circumstances, India is poised to leverage AI for shared 

growth and protect public interest as AI adoption gains 

momentum across sectors. 

Few specific Recommendations on AI and Law Regulation 

in India are as follows: 

● Specific and Dedicated Legislation: Enact an all-

encompassing AI Legislation that provides specific 

definitions, rights, obligations, and enforcement related 

to AI, drawing from global frameworks but suitably 

adapted to India's socio-economic environment. 

● Create a Central AI Regulatory Authority: Establish a 

standalone, multidisciplinary regulatory agency to 

manage AI creation, deployment, and compliance, 

ensuring inter-sectoral coordination with global partners. 

● Apply Risk-based Regulatory Frameworks: Implement a 

risk-tiered framework where highly risky AI 

deployments (such as healthcare, finance, and law 

enforcement) are subject to tightened regulation, while 

low-risk applications are subject to less stringent 

regulation to promote innovation. 

● Mandate Transparency and Explainability: Make AI 

developers and deployers ensure algorithmic 

transparency, offer explanations behind automated 

decisions, and make public the use of AI in sensitive 

domains. 

● Strengthen Data Protection and Privacy: Strictly 

implement the Digital Personal Data Protection Act, 

2023, and make all AI systems adhere to strong data 

privacy, consent, and security norms. 

● Foster ethical AI and counter bias: Make bias audits 

mandatory for AI systems regularly, particularly those 

that affect vulnerable populations, and provide explicit 

redressal norms for affected persons. 
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● Foster Regulatory Sandboxes: Broaden regulatory 

sandboxes to permit innovators and startups to pilot AI 

solutions in sandboxed conditions, thus facilitating 

iterative policymaking and experimenting with safety. 

● Establish a unique legal classification for AI-generated 

content: The foundation of traditional intellectual 

property law is human ingenuity and inventiveness. 

Jurisdictions should think about establishing a sui 

generis category specifically for AI-generated content, 

though, as AI is increasingly producing autonomous 

outputs. 

● Use Statutory Default Rules to Clearly Define 

Ownership: Innovation and the effectiveness of legal 

proceedings may be hindered by the ambiguity 

surrounding the ownership of AI-generated works, 

whether it be the developer, user, trainer, or platform. 

Legislators could enact default ownership laws that, 

unless the parties agree otherwise, assign rights based on 

contractual connections or economic control, much like 

"work for hire" doctrines. 

● Change Patent Law to Permit Innovation Assisted by AI: 

Since AI is increasingly helping to create new inventions 

without direct human involvement, patent law should be 

changed to recognize AI-assisted inventorship. One 

solution to this issue is a hybrid paradigm that identifies 

a natural human as the inventor—the operator or trainer 

of the AI—so long as they can demonstrate a notable 

contribution or oversight.  

● Require Frameworks for Licensing and Transparency for 

AI Training Data: Jurisdictions should mandate that 

developers reveal the general sources of training data 

and implement licensing policies for copyrighted content 

to address the ethical and legal issues surrounding the 

use of copyrighted content in training datasets. This 

would promote the creation of publicly licensed datasets 
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and provide legal certainty for both developers and 

rightsholders. 

● Promote Public-Private-Academic Collaboration: 

Institutionalize the process for ongoing engagement 

between government, industry, academia, and civil 

society to make regulations pragmatic, future-oriented, 

and inclusive. 

● Invest in AI Literacy and Workforce Upskilling: Launch 

comprehensive programs for AI learning, digital literacy, 

and reskilling to get the workforce ready for AI-induced 

changes and reduce job displacement threats. 

● Create Sector-Specific Guidelines: Release in-depth 

guidelines on using AI in key sectors like healthcare, 

finance, education, and law enforcement, specific risks, 

and compliance requirements in each sector. 

Through these actions, India can establish a strong legal and 

regulatory framework that not just speeds up AI-facilitated 

growth but also ensures that technology is in harmony with 

ethics, public confidence, and the country's larger 

developmental agenda. 
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